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Conclusion

The traditional presentation of the role of sample size in statistics is inadequate: a
naive reader of the replication crisis may believe that all their problems will be solved
with a large enough sample size and enough high quality measures.

Such a belief is wrong. Data alone cannot solve your problems. (Pearl & Mackenzie, 2018)

The good news is that this presentation shows that when the role of sample size is
correctly specified, statistical problems more or less vanish. Therefore, investigators
should carefully balance the goal of maximizing sample size against the unknown effects
of sample size in their problem.
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Context: Sample Size Effects Are
Underappreciated and Important



What Should We Consider When We Plan our Sample
Sizes?

Modern Issues:
1. Replication Crisis: Sample Size ↑ = Science ↑ (Collaboration, 2015; Lakens, 2022; Pargent

et al., 2024)

▶ Money, Time and Resources
2. Psychology of Individuals v.s. Psychology of Average Individual (Molenaar, 2004)

▶ Intensive Longitudinal Data
▶ Deep Phenotyping
▶ Increase psychometric reliability (Hedge et al., 2018)

However, what if sample size is a confound?
▶ What if the process of measurement itself is a causal factor?
▶ Parallel: Longitudinal Measurement Invariance (McNeish et al., 2021; Telzer et al., 2018;

Vogelsmeier et al., 2024)



How Does Sample Size Relate to Multilevel Modeling?
And What Does This Have to do with Sample Size Effects?

MLMs weighs ĈM0j between CM0j and γ00, based on amount of evidence (Nj):

ĈM0j =

Nj
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σ2
ϵ
+ 1

σ2
cm

(1)

Let’s say that increasing classroom sizes causes class mean grades to increase,
then what?
▶ Usual: Judgments (estimates) change with the evidence
▶ Unusual: Judgments (estimates) change with the amount of evidence,

independently of weighing
▶ Will MLM explode???

(Gelman & Hill, 2007, Eq.18.12; McElreath, 2020)



Let’s investigate this issue using a simulation study on the effects of classroom size



Simulation Study on Sample Size Effects in
Multilevel Models



Method: 3 Data Generating Processes
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γ00
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Class Mean Grade

TE

Nj CM0j

γ00

Gradeij

(b) DGP2: Classroom Size on
Class Mean Grade and
Teacher Experience
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(c) DGP3: Classroom Size on
Class Mean Grade and
Student Motivation

▶ Truncate CM0j and Gradeij ∈ [0, 100]



Method: Estimate 2 Models per Data Generating Process
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Objective: When we vary the effects of classroom size and vary whether we control
classroom size effects, how will our parameter estimates be affected?



Results



Outline of Results

▶ Bias and RMSE
▶ Controlling classroom size → unbiased
▶ Bias-Variance tradeoff with # of clusters
▶ Lower level estimates unaffected

▶ Standard Errors
▶ Biased when # of classrooms ↓

+ Non-zero classroom size effect
+ Controlling classroom size

▶ Lower level estimates unaffected
▶ Anomalous Results

▶ Condition-specific
▶ Likely due to heteroscedasticity & truncation



Bias and RMSE: General

Figure 3: DGP1 γ00. RMSE columns by γcs , rows by J



Bias and RMSE: Lower-Level Estimates

Figure 4: DGP3 γsm. Columns by γcs on sm, rows by J



Standard Errors: General

Figure 5: DGP2 Standard Error of γ̂te . Columns by γcs and γcs on te, rows by J



Standard Errors: Lower-Level Estimates

Figure 6: DGP3 Standard Error of γ̂sm. Columns by γcs and γcs on sm, rows by J



What do these simulations tell us?



What Should We Remember During Data Analysis? How
Should We Analyze Our Data?

What to remember:
▶ With small # of clusters:

▶ Bias-Variance tradeoff (Hastie et al., 2009; Raudenbush & Schwartz, 2020)
▶ Inaccurate standard errors no matter what

▶ Lower-level estimates are generally unaffected due to random intercept (Cinelli et al.,

2024)

What to do:
▶ General Solution: Sensitivity analyses and draw causal DAGs
▶ Recommendation: Simulation-Based Calibration and tailored sample-size (Gelman

et al., 2020; Pargent et al., 2024; Talts et al., 2020)



How Should We Collect Our Data and Interpret Our
Findings?

Data Collection:
▶ Problem of known vs unknown missing data
▶ Nonlinear cluster size effects → sample range of cluster sizes
▶ Field-specific guidelines: probability of sample size (cluster size) effect?1

▶ Unusually easy: heteroscedasticity and range-restriction in measurements
Interpretation of Findings:
▶ Nonlinear (moderation) effects of sample size (cluster size) effects may make

design-based control misleading
▶ Consider sample size effects on structural and measurement invariance

1Special Attention: Psycho-physical and neuropsychological studies



How Can We Improve On This Research?

▶ Accuracy of random slope estimates? Intercept-slope correlation?
▶ Group-mean centering?
▶ Meta-Analysis? Meta-Regression?
▶ Cross-classified models?
▶ Instrumental variables as a solution? (Ehrenberg et al., 2001)

▶ Measurement error in sample size (cluster size)? (Ehrenberg et al., 2001)

▶ Robust standard errors?



Conclusion

The traditional presentation of the role of sample size in statistics is inadequate: a
naive reader of the replication crisis may believe that all their problems will be solved
with a large enough sample size and enough high quality measures.

Such a belief is wrong. Data alone cannot solve your problems. (Pearl & Mackenzie, 2018)

The good news is that this presentation shows that when the role of sample size is
correctly specified, statistical problems more or less vanish. Therefore, investigators
should carefully balance the goal of maximizing sample size against the unknown effects
of sample size in their problem.
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DGP1 Simulation Conditions I

Parameter Description Value
σϵ Error standard deviation. {1, 5}

Number of
Clusters (J)

Number of J clusters for the MCS
replication

{2, 5, 25, 50, 100}

λ Specifies the Poisson distribution to take
one draw of to determine a given cluster’s

size.

{25, 100}

γcs γcs point change in mean cluster grade per
student.

{−.25, 0, .25}

σcm Between cluster standard deviation {1, 5}
γ00 Population mean grade {50}



DGP2 Mathematics

Gradeij ∼ N (CM0j , σ
2
ϵ ), for i = 1, . . .CSj , and j = 1, . . . J, (9)

CM0j ∼ N (γ00 + γcs · CSj + γteTEj , σ
2
cm), for j = 1, . . . J, (10)

TEj ∼ N (0 + γcs on teCSj , σ
2
te), for j = 1, . . . J, (11)

CSj ∼ min{Pois(λ), 1}, for j = 1, . . . J, (12)
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2
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)
. (16)



DGP2 Simulation Conditions I

Parameter Description Value
Number of
Clusters (J)

Number of J clusters for the MCS
replication

{5, 50, 100}

λ Specifies the Poisson distribution to take
one draw of to determine a given cluster’s

size.

{25, 100}

γcs γcs point change in mean cluster grade per
student.

{−.25, 0, .25}

γte γte point change in mean cluster grade per
year of teacher experience.

{−2, 0, 2}

γcs on te γcs on te change in number of years of
teacher experience per student

{−.1, 0, .1}

σte Standard deviation of number of years of
teacher experience

{1}



DGP2 Simulation Conditions II

Parameter Description Value
σcm Between cluster standard deviation {1}
γ00 Population mean grade {50}
σϵ Error standard deviation. {1}



DGP3 Mathematics

Gradeij ∼ N (CM0j + γsm · SMij , σ
2
ϵ ) (17)

CM0j ∼ N (γ00 + γcs · CSj , σ2
cm) (18)

SMij ∼ N (SMj , σ
2
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DGP3 Simulation Conditions I

Parameter Description Value
Number of
Clusters (J)

Number of J clusters for the MCS
replication

{5, 50, 100}

λ Specifies the Poisson distribution to take
one draw of to determine a given cluster’s

size.

{25, 100}

γcs γcs point change in mean cluster grade per
student.

{−.25, 0, .25}

γsm γte point change in mean final grade per
unit of student motivation.

{−2, 0, 2}

γcs on sm γcs on sm change in units of student
motivation per student in cluster j

{−.1, 0, .1}

σcm Between cluster standard deviation of
student grades

{1}



DGP3 Simulation Conditions II

Parameter Description Value
σsm Within-cluster standard deviation of

student motivation
{1}

σsmg Between-cluster standard deviation of
cluster-mean student motivation

{1}

γ00 Population mean grade {50}

No-effect of between-cluster differences in student motivation. Cluster size creates most (but not
all) of the between-cluster differences in student motivation.
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