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What is Today’s Destination?
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Reply to Paul E. Meehl

Risky tests of specific predictions made by theories is an important idea, but is
beset by too many challenging problems.

Assertion: the zone of possibility is far larger than the zone of impossibility.

Instead, let’s do risky tests of specific ‘anti-predictions’ made by theories.
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What are the general expected outcomes?
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What could be the central disease?

Assertion: You cannot replace a very
poor theory with ‘no theory’.
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How might this central disease be cured?
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Manuscript 1: An
Elaboration:
Falsificatory Data
Analysis
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture
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Potential Solution: Elaborating Tukey’s EDA/CDA Distinction

Research Question

Methodology

Expected Outcome and Big Picture

10/ 59



Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Problem 1

What are the 3 Problems?

1. Covariate selection is highly
impactful (Cinelli et al., 2024; McElreath, 2020;
Pearl & Mackenzie, 2018; Wysocki et al., 2022)

2. Multiverse and multi-analyst
analyses (Masur & Scharkow, 2020;
Simonsohn et al., 2020)

3. The ‘Piranha’ problem (Tosh et al., 2025)

Wysocki et al. (2022, Fig 1.)11/ 59



Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Problem 2

What are the 3 Problems?

1. Covariate selection is highly
impactful (Cinelli et al., 2024; McElreath, 2020;
Pearl & Mackenzie, 2018; Wysocki et al., 2022)

2. Multiverse and multi-analyst
analyses (Masur & Scharkow, 2020;
Simonsohn et al., 2020)

3. The ‘Piranha’ problem (Tosh et al., 2025)

Masur and Scharkow (2020)
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Problem 3

What are the 3 Problems?

1. Covariate selection is highly
impactful (Cinelli et al., 2024; McElreath, 2020;
Pearl & Mackenzie, 2018; Wysocki et al., 2022)

2. Multiverse and multi-analyst
analyses (Masur & Scharkow, 2020;
Simonsohn et al., 2020)

3. The ‘Piranha’ problem (Tosh et al., 2025)
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Donc alors?

Why do these problems matter?
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Solve by Elaborating on Tukey’s Distinction: EDA/CDA/FDA

▶ EDA⇝ What is true?
▶ CDA⇝ Is what we believe true?
▶ FDA⇝ What do we refuse to believe
is true?
▶ Theory-based rejection of data
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Definitions and Examples of Using FDA

What are some FDA-Specific Terms?

▶ Predictors vs Anti-Predictors
▶ Significant effect-of or association-with predictor⇝ 4
▶ Significant effect-of or association-with anti-predictor⇝ 7

▶ Zone of Possibility vs Zone of Impossibility
▶ Theory-based possible and impossible parameter-space values
▶ Theory-based possible and impossible data-space values
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Definitions and Examples of Using FDA

What is an example of an anti-predictor?
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Definitions and Examples of Using FDA

What is an example of the Zone of Impossibility?

This generative models predicts that
“individuals who develop panic disorder
will ultimately develop maximally
severe panic disorder, a prediction
inconsistent with the simple
observation that the mean severity of
panic disorder typically falls in the
moderate range (Furukawa et al., 2009)”
Robinaugh et al. (2024, p.1498)
Failure to account for effects of human
learning? (Robinaugh et al., 2024)
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Why should this elaboration improve things?

But will it really improve things? How do we know?
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Step 1: Create Terminology – Explain & Organize Concepts by
Recasting Historical Examples

Falsificatory
Data Analysis

Regression
Diagnostics

Falsification
Tests

Falsifi-
cationist
Bayes

Equivalence
Tests

Convergent-
Divergent
Validity

Prior -
Posterior
Predictive
Checks

Recasting historical examples
▶ Barrett (2017), Nadel and Moscovitch (1997),

Robinaugh et al. (2024), and Tversky and
Kahneman (1974, 1983)
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Step 2: Logical Analysis Grounded in Philosophy of Science,
Statistics and Psychology
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

Step 3: Create Potential Flow Charts

(Gelman et al., 2020; Hong et al., 2020)
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

What is the point? Why should I care?

1. Cognitive availability – increase frequency of this kind of scientific reasoning
2. Historically successful precedents

▶ Barrett (2017), Nadel and Moscovitch (1997), Robinaugh et al. (2024), and Tversky and Kahneman
(1974, 1983)

3. Logically equivalent to proof by contradiction, reductio ad absurdum, etc…
▶ Probabilistic Falsification⇝ Deterministic Falsification
▶ But falsification is consensual (McElreath, 2020)
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Modern Problems Solution: Elaboration Research Question Methodology Expected Outcome and Big Picture

+
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

Manuscript 2: A New
SEM Trees Variant:
IGSCA Trees
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

Table of Contents

What is SEM? cSEM? CSA?

What are decision trees? What do they have to do with SEM/IGSCA Trees?

Research Question: What is the best way to do IGSCA Trees? Why is it
needed?

Methodology

What is the point? Why should I care?
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

What is SEM? cSEM vs CSA?

cSEM

Σ = [
�

�
�
]

CSA

Σ = [
� � �
� � �
� � �

]
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

What is the measurement model?

See Whiteboard See Whiteboard
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

What is the weighted relations model?

See Whiteboard See Whiteboard
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

+
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

Understanding Decision Trees by Comparison with OLS I

mpg cyl disp hp drat wt qsec vs am gear carb
Mazda RX4 21.0 6 160 110 3.90 2.620 16.46 0 1 4 4
Mazda RX4 Wag 21.0 6 160 110 3.90 2.875 17.02 0 1 4 4
Datsun 710 22.8 4 108 93 3.85 2.320 18.61 1 1 4 1
Hornet 4 Drive 21.4 6 258 110 3.08 3.215 19.44 1 0 3 1
Hornet Sportabout 18.7 8 360 175 3.15 3.440 17.02 0 0 3 2
Valiant 18.1 6 225 105 2.76 3.460 20.22 1 0 3 1
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

Understanding Decision Trees by Comparison with OLS II

rpart::rpart(mpg ~ ., data = mtcars) 𝑅2 ≈ 0.75

cyl >= 5

hp >= 193

20
100%

17
66%

13
22%

18
44%

27
34%

yes no

lm(mpg ~ ., data = mtcars)
𝑅2 ≈ 0.8

m̂pg =12.3 − 0.11(cyl) + 0.01(disp)
− 0.02(hp) + 0.79(drat) − 3.72(wt)
+ 0.82(qsec) + 0.32(vs) + 2.52(am)
+ 0.66(gear) − 0.2(carb)
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

How are decision trees applied to SEM Trees?

semtree::semtree(MODEL, growth.data, predictors = "G1")

T1 T2 T3 T4 T5 G1
1 8.159928 11.85968 15.70002 19.28675 23.04959 0
2 5.513717 11.23166 17.04010 22.51624 28.53268 1
3 9.441117 17.17371 24.76851 32.48777 39.99482 1
4 12.217068 15.01575 17.87970 20.80830 23.51129 0
5 1.400683 10.44168 19.16357 28.01147 36.88147 1
6 9.931001 12.74040 15.57150 18.63229 21.53497 0

G1  in [ 0  ]
 N=1000 LR=1687.3(df=10)

 N=526  N=474 

1 

T1~~T1 = 0.005
T2~~T2 = 0.007
T3~~T3 = 0.006
T4~~T4 = 0.006
T5~~T5 = 0.007

intercept~~intercept = 17.056
slope~~slope = 1.424

intercept~~slope = −0.033
intercept~1 = 9.973

slope~1 = 7.961 

T1~~T1 = 0.007
T2~~T2 = 0.006
T3~~T3 = 0.006
T4~~T4 = 0.005
T5~~T5 = 0.009

intercept~~intercept = 15.38
slope~~slope = 1.396

intercept~~slope = 0.212
intercept~1 = 10.346

slope~1 = 2.99 

no yes
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

How can I visualize SEM Trees?

Figure 1: Left Daughter Node where G1 = 1

0.01 0.01 0.01 0.010.01

−0.03

1.00 1.00 1.00 1.00 1.001.00

1.42

2.00 3.00 4.00

7.969.97

17.06

T1 T2 T3 T4 T5

intercept slope1 1

Figure 2: Right Daughter Node where G1 = 0

0.000.01 0.010.01 0.01

0.21

1.00 1.00 1.00 1.00 1.001.00

1.40

2.00

2.99

3.00 4.00

10.35

15.38

T1 T2 T3 T4 T5

intercept slope1 1
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

What are some weaknesses of traditional SEM Trees? How might
IGSCA Trees Address this Gap?

Traditional SEM Trees inherits the strengths and weaknesses of traditional CSA.

Pros of IGSCA Trees:
▶ No likelihood-related convergence failures

(c.f., Jonckere & Rosseel, 2025; Rosseel & Loh,
2024)

▶ Guaranteed convergence
▶ Easy case-wise statistics
▶ Convergence despite model

unidentifiability…?
▶ Handles both components and factors (c.f.,

Schamberger et al., 2025)

Cons of IGSCA Trees:
▶ Bootstrapped measures of uncertainty

(Tests/SEs)
▶ Converges to local minima
▶ Potentially

over-parameterized/un-identified (≈ NNs)
▶ Very computationally intensive
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

1. IGSCA implementation: Correct?
2. Best multigroup hypothesis testing and bootstrapping?
3. Constrained least-squares optimization
4. SEM trees vs. IGSCA trees
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

Inferring Correctness by Replicating Simulation Results
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

Multigroup hypothesis testing and bootstrapping procedures
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What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

What is the point? Why should I care?

1. First IGSCA Trees in R + Fast
2. First investigation of MGA for IGSCA
3. First SEM Trees vs. IGSCA Trees

39/ 59



What is SEM? What are Decision Trees? Research Question Methodology Expected Outcomes

+
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

Manuscript 3:
Machine Learning
Structural Equation
Modeling and
Falsificatory Data
Analysis – A Tutorial
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

Table of Contents

But what does ML-SEM have to do with FDA?

Example 1: Data Quality Check

Example 2: Basic Emotion Theory

Example 3: Falsification Tests

What is the point? Why should I care?
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

Central Tension:
▶ SEM Trees may overfit: semblance
of meaning out of meaningless
noise

▶ However, null hypothesis is
quasi-always false, there is always
a difference (Gelman & Carlin, 2014)

▶ Side-step: Severely test
theoretically impossible differences
using SEM Trees
▶ Anti-predictors
▶ Zone of impossibility

G1  in [ 0  ]
 N=1000 LR=1687.3(df=10)

 N=526  N=474 

1 

T1~~T1 = 0.005
T2~~T2 = 0.007
T3~~T3 = 0.006
T4~~T4 = 0.006
T5~~T5 = 0.007

intercept~~intercept = 17.056
slope~~slope = 1.424

intercept~~slope = −0.033
intercept~1 = 9.973

slope~1 = 7.961 

T1~~T1 = 0.007
T2~~T2 = 0.006
T3~~T3 = 0.006
T4~~T4 = 0.005
T5~~T5 = 0.009

intercept~~intercept = 15.38
slope~~slope = 1.396

intercept~~slope = 0.212
intercept~1 = 10.346

slope~1 = 2.99 

no yes
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

Let’s put everything together!
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

How can I Use ML-SEM & FDA to Assess Data Quality?
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

+
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

What are the assertions of Basic Emotion Theory?

‘Basic emotions’ are said to be genetically inherited phenotypic charac-
teristics that are specific adaptations with fixed physical forms and fixed
functions across time. For example, instances of FEAR are thought to
manifest with a small degree of variation around a universal pattern of
physiological changes, expressive behaviors, and so on (see van Heijst et
al., 2025, p. 377). This pattern is hypothesized to have evolved as an adap-
tation to navigate the recurrent fitness challenge of encountering preda-
tory threat. Its cause is reduced to a single, innate (hardwired) neural
circuit that does not change or function differently across time, context,
or individual. (Barrett et al., 2025, p.403).
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

How can I use ML-SEM & FDA to test Basic Emotion Theory?

See whiteboard

Anti-predictor: Person’s culture and context of stimuli presentation
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

+
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

How can I use ML-SEM + FDA to Verify Scientific Assumptions?

▶ The hippocampal + MTL brain regions⇝ Episodic Memory
▶ Episodic memory concerns memory of events that happened in the past
▶ Let’s study the neural instantation of time by comparing memory of events
‘with’ and ‘without’ temporal ordering

▶ We begin with a behavioral study to validate our paradigm before
commencing costly neuroimaging

A falsification test is when we attempt to falsify “empirically testable
implications of the identifying assumptions” (Hartman, 2021, p.505) behind a causal
estimate; failures to (statistically) falsify these assumptions should then raise
confidence that a causal estimate is acceptable.
Falsification test using GLMM Trees
glmertree(hit ~ strategy | (1 | ID) | counterbalance)
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

+
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ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

What is the point? Why should I care?

Current and concrete demonstration of the productive synergy of FDA
methodology and ML-SEM methods.

From theory of ML-SEM & FDA to practice of ML-SEM & FDA

52/ 59



ML-SEM + FDA = ? EX1:QC EX2:BET EX3:FT Expected Outcomes

+
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General Conclusion & Big Picture

General Conclusion & Big Picture
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General Conclusion & Big Picture

Reply to Paul E. Meehl

Risky tests of specific predictions made by theories is an important idea, but is
beset by too many challenging problems.

Assertion: the zone of possibility is far larger than the zone of impossibility.

Instead, let’s do risky tests of specific ‘anti-predictions’ made by theories.
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General Conclusion & Big Picture

What are the general expected outcomes?
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General Conclusion & Big Picture

What could be the central disease?

Assertion: You cannot replace a very
poor theory with ‘no theory’.
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General Conclusion & Big Picture

How might this central disease be cured?
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General Conclusion & Big Picture

Thank You!

Special thanks to: Drs. Ji Yeh Choi, David B. Flora, R. Phil Chalmers, Ellen
Bialystok, Andreas Brandmaier, Rob Cribbie, John Fox, Michael Friendly,
Heungsun Hwang, Georges Monette, Morris Moscovitch, W. Dale Stevens, Florian
Schuberth & Cathy Xijuan Zhang.

Thanks does not imply their endorsement of my work! Contact: emstruonger@gmail.com
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M1: Falsificatory Data Analysis M2: ML-SEM M3: ML-SEM and FDA Nomenclature Nomenclature References References

Objective Functions

max [𝐹𝐼𝑇] = 1 − SS [𝚿 − 𝚪𝐀 − 𝐕]
SS [𝚿]

= min [SS (𝚿 − 𝚪𝐀 − 𝐕)]

𝚪̂𝐿𝑉 = (𝑍 − 𝑈𝐷)𝑀𝐻
𝛵 (𝐻𝐻𝛵)

−1

vec(𝐀)𝐿𝑉 = (𝚽
𝛵𝚽)

−1
𝚽𝛵 vec(𝚿 − 𝐒)

𝐹𝛭𝐿 = ln |Σ| + Tr[𝐒Σ−1] − ln |𝐒| − (𝑝 + 𝑞)
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M1: Falsificatory Data Analysis M2: ML-SEM M3: ML-SEM and FDA Nomenclature Nomenclature References References

What’s the (my) problem with TCE?

▶ It seems that Theory of Constructed Emotions’ (TCE) conditions for
falsification are completely different from BET

▶ Basic Emotion Theory (BET) is almost too easy to falsify
▶ What TCE and BET each consider to be signal vs noise in data, is completely
different

Assertion: We can only meaningfully falsify BET and make progress because TCE
exists. Otherwise, we’re forced to hold onto BET because you cannot replace a
‘bad’ theory with no theory.
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M1: Falsificatory Data Analysis M2: ML-SEM M3: ML-SEM and FDA Nomenclature Nomenclature References References

Nomenclature I

𝚪 Matrix of construct scores
𝐒 Measurement Error
𝐕 Stacked Matrix of S and 0s
𝐻 H = A - [0 |IP]
𝑀 M = [IJ |0]
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